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PRACTICAL DETAILS

This 3-year PhD project is funded by the new Artificial and Natural Intelligence Toulouse Institute
(ANITI). It will be part of the chair Game Theory and Artificial Intelligence. We are looking for an
excellent candidate with a strong background in mathematics (e.g. in game theory, optimization,
analysis, probability and statistics) or theoretical computer science. The PhD can start at any time
from September 2019 to September 2020, with a monthly net salary of 2097 euros and 64 hours
of teaching every year.

RESEARCH TOPIC

Generative Adversarial Networks (GANs) are a class of unsupervised machine learning techniques
to estimate a distribution from high-dimensional data and to sample elements that mimic the
observations (Goodfellow et al., 2014). They use a zero-sum dynamic game be- tween two neural
networks: a generator, which generates new “fake” data instances, and a dis- criminator, which
evaluates true and fake instances. While GANs are receiving a huge interest, it is important to
improve their training and to provide theoretical guarantees on their convergence and
robustness.

Though GANs are explicitly defined as a game between two networks, most algorithms that have
been studied so far (mostly empirically) do not use this fact. It is actually frequent to see two
stochastic gradient descent algorithms used independently for the generator and the discrimi-
nator, with no proved guarantees on why this should lead to a good joint solution of the min-max
problem.

There have been recent attempts to address the GAN training task as a min-max problem per se,
through game-theoretic/online-learning approaches; see, e.g., Ge et al. (2018); Arjovsky et al.
(2017); Grnarova et al. (2018); Hsieh et al. (2019). We would like to further explore these
directions, with a careful attention on computational issues. We would like to investigate how
some algorithms that have been originally designed for games could prove useful for GAN
training. These algorithms may come from non-cooperative game theory (beyond fictitious play)
or from adversarial online learning (no-regret algorithms), and will need to be largely adapted to
the GAN context. Convergence bounds may be combined with approximation and generalization
guarantees for neural networks.
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In addition, payoffs in GANs may be modified, e.g., they could be defined through new probability
metrics designed for partially observable Markov decision processes and dynamic games with
incomplete information. More generally, it is worthwhile to try to go beyond the 2-player zero-
sum game setup and design new games to learn and mimic distributions with high- dimensional
data, with improved empirical and theoretical properties.
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APPLICATION PROCEDURE

Formal applications should include detailed cv including recent academic marks and ranks,

up to three recommendation letters stating your ability for research, a short research
statement. Samples of published research by the candidate if any will be a plus.
> applications should be sent by email to: advisor email
More information about ANITI: https://aniti.univ-toulouse.fr/
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